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Abstract

Recommender systems have recently attracted many researchers in the deep learning community. The state-of-the-art deep neural network models used in recommender systems are multilayer perceptron and deep autoencoder (DAE). In this work, we focus on DAE model due to its superior capability to reconstruct the inputs, which works well for recommender systems. Existing works have similar implementations of DAE but the parameter settings are vastly different for similar datasets. In this work, we have built a flexible DAE model, named FlexEncoder that uses configurable parameters and unique features to analyse the parameter influences on the prediction accuracy of recommender systems. Extensive evaluation on the MovieLens datasets are conducted, which drives our conclusions on the influences of DAE parameters. We find that DAE parameters strongly affect the prediction accuracy of the recommender systems, and the effect remains valid for similar datasets in a larger.
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1 Introduction

A recommender system is a system which recommends certain items to its users and those recommended items yield a better user response than the non-recommended items. Nowadays, recommender systems are playing an important role in the modern technology services. They help boost business and facilitate decision making for many companies in different industries such as Amazon book recommendation\(^1\), Spotify music recommendation\(^2\), Netflix movie recommendation\(^3\) and Google Play Store mobile application recommendation\(^4\). Current technology services often provide their users the most relevant content to enhance engagement and reduce users’ effort in finding the content of their interests. There are two major approaches for traditional recommender systems. The first one is Collaborative Filtering (CF) (Bell and Koren 2007), in which each user is recommended with items based on other users with similar preferences. The second approach is using content-based recommendation (Liu et al. 2010), in which each user is recommended with items that are similar to what he/she liked previously. Some techniques use a hybrid approach by combining both collaborative filtering and content-based methods (Burke 2002). All of these approaches perform well in many applications. However, they usually face certain limitations and challenges due to the increasing demand of high quality personalization and recommendation (Adomavicius and Tuzhilin 2005).

Recent developments have seen the rising of adopting the neural network model for recommender systems. There is a big focus on using autoencoder to learn the sparse matrix of user/item ratings and then perform rating prediction (Hinton and Salakhutdinov 2006). A large body of research works has been done on autoencoder architecture, which has driven this field beyond a simple autoencoder network. Many different techniques have been proposed such as denoising architecture or dropout to improve the system effectiveness (Kuchaiev and Ginsburg 2017) and combination of neural network with collaborative filtering methods (Strub et al. 2016) to improve prediction. Besides the differences in theory, all these techniques have quite similar implementations of the DAE network but there is no agreement on optimal parameters used to train the model efficiently. Each work has used different set of hyper-parameters and specific settings but the implementations are similar.

This has motivated us to build a flexible deep neural network model, where we can embed our features and techniques from other works, into one comprehensive DAE model, called FlexEncoder. FlexEncoder contains more than 15 configurable parameters for tuning, and can significantly affect the rating predictions. Our goal is not only to build a feature-rich autoencoder model for recommender systems but also to find out what kind of settings and what set of parameters will provide a better recommendation. By conducting an extensive evaluation on our FlexEncoder model, we want to answer an important question: how do parameters of DAE network influence the rating prediction?

Our main contributions in this work are as follows:

- We provide a fully open-source and feature-rich DAE network for recommender systems\(^5\). This will help new researchers to quickly understand the autoencoder-implemented recommender systems and test per their request.

- We implement unique features into our model, such as prediction rounding or dense re-feeding rounding (detailed in Section 3.1). This will help to enrich the set of features and ideas in the research area of autoencoder recommender systems.

- We perform an extensive evaluation of our model with various parameter’s combinations, which help us to understand the effect of autoencoder parameters on influence the rating prediction.

2 Background

Recommender system is a well-known research field for the last few decades (Hill et al. 1995). It has gained huge attraction from industry in the modern age due to the problem of information overload. In recent developments, researchers are applying deep neural network to make recommender systems

\(^1\) https://www.amazon.com

\(^2\) https://www.spotify.com

\(^3\) https://www.netflix.com

\(^4\) https://play.google.com

\(^5\) https://github.com/heroddaji/SurpriseDeep
more robust and to overcome the challenges such as cold-start problem and sparse rating matrix (Adomavicius and Tuzhilin 2005). In this section, we will overview recommender systems, introduce its basic models, and discuss the evolution of its architecture using deep neural network.

2.1 Overview of Recommender Systems

To understand what a recommender system is, let’s look at an e-commerce service such as Amazon⁶, which lists and sells millions of items such as books and accessories to customers around the globe. Due to its massive size of catalogues and large user base, Amazon cannot show all of its products to a customer via the website. Instead, they want to tailor their services to each customer based on his/her purchasing history and pattern while browsing the website. As a result, each customer who visits Amazon, will see such items that are “recommended” to fit that user’s taste, hence increasing the chance of that user to buy more items on Amazon. Therefore, the fundamental idea of a recommender system is to leverage different sources of data to infer or predict customer interests.

For the terminologies, the products to be recommended are called items, and the entity to receive the recommendation is the user. The choice of recommended items is generally based on rating prediction value, in which rating is the user feedback on certain items. Figure 1 shows an example of a classical movie recommender system.

In Figure 1, we have five users, and each of them provides ratings for different movies, which are the items in this case. A rating value is the number of stars from total of 5 stars, thus the rating values are in range of 1 to 5. The objective of this system is to predict the missing ratings of each user, as you can see with red question marks. Additionally, the table containing the rating data is called the rating matrix. One particular interested property of a recommendation rating matrix is that it is very sparse. That means there are lots of missing entries, and dealing with sparse matrix is one of the fundamental challenges in recommender systems. What we illustrate here is a very simple recommender system. In the real world, there are large variety of products and recommender systems for different purposes such as music recommendation (Patrick et al. 2017) and news personalization (Domingos and Richardson 2001).

![Figure 1: A movie recommender system](image)

2.2 Basic Models of Recommender Systems

Most recommender systems are designed to work with two types of data, which are (i) the information of the users and items such as user profiles, user locations, item description or item keywords, and (ii) the interactions between item-user such as rating values. The models that use the first type of data are regarded as content-based recommender models, whereas models what use the second type of data are considered as collaborative filtering models. There are some recommender systems which leverage both data types and techniques to make a hybrid system (Adomavicius and Tuzhilin 2005).

- **Content-based recommendation:** The user will be recommended items similar to the ones that the user has preferred in the past, for instance: based on their own previous purchase

---

⁶ https://www.amazon.com
history. For example, a user has bought several history books in the past. Thus, in her next visit to the online bookstore, she is recommended with history books. The system uses “description” data in those books to infer her interests.

- **Collaborative filtering recommendation**: The user will be recommended items based on other users who have similar tastes and preferences. For example, user A rated certain action genre movies highly and the system wants to infer whether user A will have any interest in romantic genre movies. To be able to do that, the system will find similar users who have given high ratings for action genre movies and have also given ratings to romantic genre movies. Then by combining those ratings from other similar users, the system can infer user A’s interest in romantic genre. The idea is that users who share similar interests may behave in a similar manner.

Regardless of which recommendation models being used, there are certain drawbacks that a good recommender system must overcome, and we list them as the following (Adomavicius and Tuzhilin 2005):

- **New user problem**: For a user to receive accurate recommendation, he/she needs to rate a sufficient amount of items before the recommender system can understand his/her preferences. As a result, new users who have few ratings, will get low accuracy recommendation.
- **New item problem**: The problem stems from the fact that collaborative methods work only on other users’ preferences and previously rated items to make recommendation. As a result, new item which has not been rated yet, will not get recommended until some users discover and rate it.
- **Memorization and generalization**: Content-based recommender systems usually suffer from high memorization rate problem, i.e., users are recommended with only those items that are similar to their previously rated items, thus lacking the diversity. However, diversity or generalization of the recommended items is very important, which allows the user to explore more options and further improving the user’s engagement. Ideally, the user should receive a range of diverse items and not only from homogeneous categories.
- **Sparsity**: In recommender systems, it often occurs that the number of rated items is very small as compared to the number of items that have not been rated. Therefore, making accurate rating based on small samples is a very challenging task.

## 3 Deep Autoencoder Model

In this section, we provide the details about related works and the implementation of our DAE model. We show the flexibility of our model when evaluating different sets of parameters, and how these configurations reflect upon the rating prediction.

### 3.1 Neural Network Model of Recommender Systems

To overcome aforementioned challenges in Section 2.2, researchers are now exploiting neural network models for recommender systems. Particularly, the DAE model is the choice of several researchers because of its superior capacity in learning the reconstruction of rating matrix. Autorec (Sedhain et al. 2015) is the pioneer work in this area. In this work, the authors developed I-Autorec and U-Autorec for making prediction from user-based or item-based ratings, respectively, using one hidden bottle neck layer. Kuchaiev and Ginsburg (2017) applied dropout technique while Strub and Mary (2015) introduced denoising feature into their model. Suzuki and Ozaki (2017) applied a hybrid model using both autoencoder model and collaborative filtering method to calculate the hidden similarity for more serendipitous recommendation.

These researches provide promising models but what we have found so far is that besides the similarity of using autoencoder model, all of these researchers are using very different parameter settings on similar datasets such as MovieLens or Netflix. Autorec used a fix set of parameters and one hidden layer. Kuchaiev and Ginsburg (2017) did experiment with different parameters, but they limited to only activation functions, optimizer and hidden layers. Similarly, Strub and Mary (2015) also used one fix set of parameters with TANH activation function and SGD optimizer. We believe that understanding and tuning these parameters correctly, will have a huge impact on the correctness and robustness of the DAE model. This is the motivation behind this work to develop our own DAE model for recommender systems, called FlexEncoder.
3.2 FlexEncoder Design

Our FlexEncoder model is a DAE neural network. We have implemented different features originated from various works such as denoising feature from (Strub and Mary 2015), dropout from (Srivastava et al. 2014), dense re-feeding feature from (Kuchaiev and Ginsburg 2017) and autoencoder rating for user-based and item-based (Sedhain et al. 2015).

An autoencoder is a neural network that has two functions during the training process, namely the encode function \( \text{encode}(x): R^n \rightarrow R^d \) and the decode function \( \text{decode}(z): R^d \rightarrow R^n \). The main objective of autoencoder is to retrieve the data representation of \( d \) dimension so that the error between \( x \) and the reconstruct function given in Equation 1, is minimized (Hinton and Salakhutdinov 2006). This is the basic model for DAE network. There are other variants such as denoising autoencoder (Vincent et al. 2008) in which additional noises are added to the inputs to make hidden layers be able to discover more latent features and provide more robust results. Our model follows denoising autoencoder architecture:

\[
f(x) = \text{decode}(\text{encode}(x))
\]

Figure 2 shows one example of our model with three hidden layers. Notice that the input layer can drop certain nodes for noise corruption. The bottleneck layer also has dropout technique applied. Aside from that, FlexEncoder model is similar to feed-forward neural network with fully connected layers and each layer makes the computation of value \( c \) as given by Equation 2:

\[
c = f(W \ast x + b)
\]

Here \( f \) is the activation function, \( W \) is the weight, \( x \) is the input value and \( b \) is the bias. The decoder part is the reversed architecture of the encoder part and it comes after the bottleneck layer in the middle. There are certain manipulation techniques that can be applied to the decoder part, such as constrained decoder. If constrained decoder is used, the decoder weights \( W'_d \) will be equal to the transpose of encoder weights \( W'_e \), and this restricts the weights freedom of the decoder. Additionally, we add several experimental features to our FlexEncoder model such as:

- **Prediction rounding**: After training our FlexEncoder, we run it on the test set where we mask out certain ratings to calculate the prediction accuracy. The FlexEncoder can predict rating value ranging from -2 to 6 or 7, whereas the actual valid rating from MovieLens dataset is in the range of \([1, 1.5, 2, ... 4.5, 5]\). This out-of-valid-range predicted ratings result is useful in many scenarios, such as when we want to get the top \( k \) items with highest ratings for a target user. However, with prediction rounding feature enabled, any predicted ratings from our model will be rounded off to the nearest suitable rating range. For example, if the predicted rating is 2.34, it will be rounded off to 2.5 and if the predicted rating is 2.15, it will be rounded off to 2. Doing so will result in a higher number of items with highest rating (rating value 5). This technique can improve the diversity of the recommendation items, but it can affect the prediction accuracy. We will discuss this effect in the evaluation section.

- **Dense re-feeding rounding**: When this feature is enabled, dense re-feeding technique is activated (Kuchaiev and Ginsburg 2017). Like the prediction rounding, during the re-feeding phase, we round off all the output values in feeding layer to the range of 1 to 5. However, our analysis shows that enabling dense re-feeding rounding feature does not improve the prediction accuracy.

- **Mean normalization**: This is a process of averaging each user’s ratings around value zero, which effectively removes the user biasness, since some users may be strict in rating than others. Each user’s or movie’s mean is calculated by Equation 3:

\[
\mu_i = \frac{1}{n} \sum_{i=1}^{n} x_i
\]

where \( x_i \) is the user or the movie rating. The new normalized rating is \( \tilde{r}_i = r_i - \mu_i \). Same idea of mean normalization is also used by (Strub et al. 2016) but we extended it by comparing both evaluations where we disable and enable mean normalization to see its effect on the accuracy of our model.

3.3 FlexEncoder Configurable Parameters

The name FlexEncoder means “flexible autoencoder”. By reviewing the previous literature related to the autoencoder model, we found that each work used a very different set of hyper-parameters and other
settings on the same dataset. Their choice of parameters is mostly heuristic based and are selected through trial and error approach, doing multiple experiments until a suitable set of parameters is found. This final set of parameters is then used across the whole process for the evaluation. We want to analyse these parameter settings, as we are curious to know that whether certain choices of parameter can reveal any pattern that provides good accuracy in rating prediction, and if there is, why that particular choice works well but not the others. To meet this goal, we implemented our FlexEncoder with extensive configurable parameters. Table 1 gives an explanation for all of the parameters we currently have. Some of them are hyper-parameters, while others are enhancements with a purpose to improve the prediction accuracy. Each time the model is trained, a certain set of parameters get chosen to evaluate its effect on the prediction accuracy.

For the categorical parameters such as activation types, we chose six activation functions, which are SELU, RELU, RELU6, ELU, LRELU, SIGMOID, TANH and SWISH. For the optimization techniques, we chose ADAM, ADAGRA, RMSPROP and the typical SGD. Hidden layers parameter value is selected randomly from the list of $2^1$ to $2^{12}$ with a maximum of 5 hidden layers for the encoder. Thus, a full network can have up to a maximum of 10 hidden layers.

![Figure 2: The FlexEncoder model](image)

**3.4 FlexEncoder Loss Function**

In a neural network, the loss function is a very crucial piece for any good model. During the training process, missing ratings are represented with value 0. It is because, the valid rating are from 1 to 5 so when we calculate and optimize the loss during backward propagation, we ignore all the zero ratings at input layer and the common loss method for that is called Masked Mean Square Error loss (MMSE). Techniques like (Sedhain et al. 2015) and (Kuchaiev and Ginsburg 2017) have also used the same MMSE loss. We also employ this method in our model implementation. In addition, the model loss measurement unit, Root Mean Square Error (RMSE), has a direct correlation with MMSE that is $\text{RMSE} = \sqrt{\text{MMSE}}$. MMSE is given by Equation 4:

$$\text{MMSE} = \frac{1}{\sum_{i=0}^{m_t} m_t} \sum_{i=0}^{m_t} (y_t - q_t)^2$$

Here, $y_t$ is the real user rating, and $q_t$ is the reconstructed rating value from the model. To ignore the 0 value, we simply use a mask value $r_t$ such that $r_t = 0$, if $y_t = 0$ and $r_t = 1$ otherwise. For the special case when we enable mean normalization parameter, we cannot ignore rating value 0. In that case, it can be fixed by setting $r_t = 1$ for all $y_t$. 

4 Evaluation

The main objectives of our research is to find out what parameter combinations provide the optimal loss, or strike a balance between loss and training time, and also to understand the reasons behind that. We have implemented our system in a flexible way using configuration files for dataset and model. Altogether, we have about 17 parameters that can be adjusted for training. To change these parameters, we simply alter the value in the configuration files, then retrain and test the model again. Table 1 shows the list of parameters and their meanings during the training phase of our FlexEncoder model. When comparing our implementation to other similar works, there are many enhancements in our FlexEncoder model. Autorec (Sedhain et al. 2015) implemented the standard DAE recommender system. However, they used default value 3 to fill in the missing entry while we actually calculate the mean for each user or each movie if \textit{mean normalization} step is enabled in configuration file. We also implemented \textit{dense re-feeding} feature from the work of (Kuchaiev and Ginsburg 2017) and added our tweak \textit{dense re-feeding rounding}, where we mimic the actual user input and round off them to whole or half number such as 1 or 1.5 for the re-feeding process.

### Table 1. The FlexEncoder parameters list

<table>
<thead>
<tr>
<th>Count</th>
<th>Parameters</th>
<th>Meaning</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>LR - Learning rate</td>
<td>Learning rate (\alpha)</td>
<td>0.001</td>
</tr>
<tr>
<td>2</td>
<td>WeD - Weight decay</td>
<td>Regularization term (\lambda)</td>
<td>0.001</td>
</tr>
<tr>
<td>3</td>
<td>HLS - Hidden layers</td>
<td>Number of layers and dimension for each layer. For example [512, 256] means 2 hidden layers each has size of 512 and 256 nodes respectively.</td>
<td>[512, 256]</td>
</tr>
<tr>
<td>4</td>
<td>DrP - Drop probability</td>
<td>Dropout rate for bottle neck layer.</td>
<td>0.3</td>
</tr>
<tr>
<td>5</td>
<td>NoP - Noise probability</td>
<td>Dropout rate for introducing noises into the inputs.</td>
<td>0.2</td>
</tr>
<tr>
<td>6</td>
<td>TBS - Train batch size</td>
<td>One batch including many rows of record to feed into the model for every training iteration. This is the size of one batch.</td>
<td>128</td>
</tr>
<tr>
<td>7</td>
<td>Ep - Epochs</td>
<td>The number training cycles we repeat for one dataset.</td>
<td>20</td>
</tr>
<tr>
<td>8</td>
<td>Opt - Optimizer</td>
<td>The optimization algorithm to optimize the model, such as ADAM or SGD.</td>
<td>ADAM</td>
</tr>
<tr>
<td>9</td>
<td>Act - Activation</td>
<td>The type of non-linear activation function, such as RELU.</td>
<td>RELU</td>
</tr>
<tr>
<td>10</td>
<td>DeF - Dense re-feeding</td>
<td>Use \textit{dense re-feeding} technique for k times, for example if parameter value is 1, use \textit{dense re-feeding} one time for each training batch.</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>DeFR - Dense re-feeding Rounding</td>
<td>If enabled, \textit{dense re-feeding} values get rounded to range of 1 to 5</td>
<td>True</td>
</tr>
<tr>
<td>12</td>
<td>Dec - Decoder constraint</td>
<td>If enabled, put constraint on decoder weight as the transpose of encoder weight</td>
<td>False</td>
</tr>
<tr>
<td>13</td>
<td>MeN - Mean normalization</td>
<td>If enabled, apply \textit{mean normalization} during the training and evaluation phases.</td>
<td>True</td>
</tr>
<tr>
<td>14</td>
<td>PrR - Prediction Rounding</td>
<td>If enabled, apply \textit{prediction rounding}.</td>
<td>False</td>
</tr>
<tr>
<td>15</td>
<td>PI - Pivot indexes</td>
<td>If value is ([0, 1]), run model as user-based rating. If value is ([1, 0]), run model as item-based rating.</td>
<td>([0, 1])</td>
</tr>
<tr>
<td>16</td>
<td>TMR - Test masking rate</td>
<td>Percentage of test data get masked out (removed) for testing the model accuracy.</td>
<td>0.5</td>
</tr>
<tr>
<td>17</td>
<td>TSR - Test split rate</td>
<td>The pre-processing \textit{test split rate}.</td>
<td>0.3</td>
</tr>
</tbody>
</table>

4.1 Dataset Processing

We used the MovieLens 100K dataset for the evaluation of our FlexEncoder model. MovieLens 100K is managed by GroupLens and contains 100,000 movie ratings for 9,000 movies by 700 users. During the pre-processing phase, we mapped all of original user and movie identification (ID) values into a new incremental set of ID values. This helps to break any gap within the original ID values and make the computation on sparse rating matrix in our model more efficient. Also, we calculated the rating mean of each user/movie accordingly, which is called \textit{mean normalization}. We have seen that not many previous researches have mentioned \textit{mean normalization} in their autoencoder models or it was applied by using...
a fix value, such as Autorec (Sedhain et al. 2015). Autorec assigned missing entry a default rating score of 3. In our experiments, the use of mean normalization yields better prediction results. Other aspects such as the split rate percent of training and testing records are also among our parameters. The default split rate is 30% for test data but we varied it from 10% to 40% and applied randomization of records when splitting during our analysis. The rating score for MovieLens dataset is in the range of 1 to 5.

### 4.2 Environment Setup and Sample Results

To conduct our evaluation and investigate about the parameter effect, we collected large samples of our FlexEncoder model evaluation on 100K dataset with different parameter configurations. From Table 1, we have 17 parameters to choose from and each of them have their own set of values. We roughly estimated that the number of possible values for all parameter combinations is more than 10 billion. Hence, it is not feasible for us to check FlexEncoder model’s RMSE for all combinations. Therefore, we employed a randomized technique where each run returns a complete random set of parameters and we ran over 1000 iterations to collect the RMSE losses and analysed those results. Figure 3 shows the statistics of our evaluation results. We collected about 700 samples for user-based ratings and 300 samples for item-based ratings. The highest RMSE is 11.060 and the lowest RMSE is 0.833. The evaluation was done with PyTorch framework\(^7\), running on an Intel CORE i7 laptop with graphic card NVIDIA GTX 1080 and 16GB RAM for one week.

![Figure 3: Evaluation results with 700 samples for user-based and 300 samples for item-based ratings.](image)

### 4.3 Accuracy Influence

The first aspect that we investigated is that what kind of parameters provide the optimal value for our main evaluation metric, the RMSE loss. Table 2 shows the top 10 combinations that provide the lowest RMSE loss. It is noticeable that all of them are item-based with PI value of [1, 0] and all of them have mean normalization feature enabled. Other parameters do not really show a pattern except the hidden layers which shows an interesting property: its value is either in descending or ascending order. Moreover, we found that one hidden layer can also provide a low RMSE like the multiple hidden layers. It makes us to re-evaluate our initial assumption that more hidden layers would produce better prediction accuracy for autoencoder recommender systems.

We also compared our model with other existing methods for the same MovieLens 100K dataset and the results are shown in Table 3. As seen from Table 3, our FlexEncoder model has the lowest RMSE as compared to other state-of-the-art recommendation techniques. The lowest RMSE score for our FlexEncoder is achieved with parameter set 1 in Table 2.

---

\(^7\) [https://pytorch.org](https://pytorch.org)
Correlation between any pair of parameters is close, and here are some apparent patterns that we found so far:

<table>
<thead>
<tr>
<th>Set</th>
<th>HLs</th>
<th>WeD</th>
<th>DrP</th>
<th>NoP</th>
<th>Opt</th>
<th>Act</th>
<th>DeC</th>
<th>McN</th>
<th>PrR</th>
<th>PI</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[64, 4]</td>
<td>0</td>
<td>0.6</td>
<td>0.8</td>
<td>ADAGRAD</td>
<td>TANH</td>
<td>TRUE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>[1, 0]</td>
<td>0.833</td>
</tr>
<tr>
<td>2</td>
<td>[8, 32, 64, 512, 1024]</td>
<td>0.001</td>
<td>0</td>
<td>0</td>
<td>SGD</td>
<td>RELU6</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>[1, 0]</td>
<td>0.837</td>
</tr>
<tr>
<td>3</td>
<td>[4096, 1024]</td>
<td>0.00</td>
<td>5</td>
<td>0.1</td>
<td>0.5</td>
<td>ADAGRAD</td>
<td>ELU</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>0.848</td>
</tr>
<tr>
<td>4</td>
<td>[2048, 256, 32, 2]</td>
<td>0.00</td>
<td>5</td>
<td>0.5</td>
<td>0.4</td>
<td>ADAGRAD</td>
<td>SELU</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>0.865</td>
</tr>
<tr>
<td>5</td>
<td>[16, 16, 128, 512, 1024]</td>
<td>0.01</td>
<td>0.3</td>
<td>0.5</td>
<td>0.5</td>
<td>SGD</td>
<td>SIGMOID</td>
<td>TRUE</td>
<td>TRUE</td>
<td>TRUE</td>
<td>0.872</td>
</tr>
<tr>
<td>6</td>
<td>[2, 4, 32, 256, 2]</td>
<td>0.001</td>
<td>0</td>
<td>0.5</td>
<td>ADAGRAD</td>
<td>SELU</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>[1, 0]</td>
<td>0.877</td>
</tr>
<tr>
<td>7</td>
<td>[16, 8]</td>
<td>0.001</td>
<td>0.7</td>
<td>0.6</td>
<td>SGD</td>
<td>SWISH</td>
<td>TRUE</td>
<td>TRUE</td>
<td>TRUE</td>
<td>[1, 0]</td>
<td>0.879</td>
</tr>
<tr>
<td>8</td>
<td>[128, 16, 256, 128]</td>
<td>0.1</td>
<td>0.9</td>
<td>0.4</td>
<td>ADAM</td>
<td>RELU6</td>
<td>TRUE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>[1, 0]</td>
<td>0.884</td>
</tr>
<tr>
<td>9</td>
<td>[128]</td>
<td>0.01</td>
<td>0.8</td>
<td>0.4</td>
<td>SGD</td>
<td>ELU</td>
<td>FALSE</td>
<td>TRUE</td>
<td>TRUE</td>
<td>[1, 0]</td>
<td>0.885</td>
</tr>
<tr>
<td>10</td>
<td>[64]</td>
<td>0.1</td>
<td>0.9</td>
<td>0.5</td>
<td>SGD</td>
<td>ELU</td>
<td>TRUE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>[1, 0]</td>
<td>0.886</td>
</tr>
</tbody>
</table>

Table 2: 10 parameters sets with the lowest RMSE for MovieLens 100K rating prediction.

<table>
<thead>
<tr>
<th>Technique</th>
<th>RMSE</th>
<th>Improvement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FlexEncoder (base)</td>
<td>0.833</td>
<td>0</td>
</tr>
<tr>
<td>AutoRec</td>
<td>0.877</td>
<td>-0.064</td>
</tr>
<tr>
<td>Slope One</td>
<td>0.927</td>
<td>-0.125</td>
</tr>
<tr>
<td>Regularized SVD</td>
<td>0.989</td>
<td>-0.187</td>
</tr>
<tr>
<td>Improved Regularized SVD</td>
<td>0.954</td>
<td>-0.145</td>
</tr>
<tr>
<td>SVD++</td>
<td>0.903</td>
<td>-0.08</td>
</tr>
<tr>
<td>NMF</td>
<td>0.944</td>
<td>-0.133</td>
</tr>
<tr>
<td>BPMF</td>
<td>0.901</td>
<td>-0.081</td>
</tr>
<tr>
<td>RBM-CF</td>
<td>0.925</td>
<td>-0.123</td>
</tr>
<tr>
<td>Autoencoder COFILS</td>
<td>0.885</td>
<td>-0.062</td>
</tr>
<tr>
<td>Mean Field</td>
<td>0.903</td>
<td>-0.084</td>
</tr>
</tbody>
</table>

Table 3: FlexEncoder scores lowest RMSE in comparison with other techniques. RMSE values are taken in the work of (Barbieri et al. 2017)

### 4.4 Analysis of Autoencoder Parameters Influence

With over 1,000 collective evaluation results from various parameter combinations, we tried to investigate, if there are any interesting patterns in the parameter combination that affects the accuracy of the model. Some general observations are already given in Section 4.3 such as mean normalization and item-based prediction which give quite optimal RMSE loss. Moreover, we were looking for specific patterns that are closely related to DAE network. Our first attempt was to look at the correlation between FlexEncoder parameters which is shown in Figure 4. Unfortunately, there is no clear positive or negative correlation between any pair of parameters. As a result, we have to look deeper into our experiment results, and here are some apparent patterns that we found so far:

- Our experiments with prediction rounding and dense re-feeding rounding did not yield optimal results for the prediction accuracy, when we enabled them. However, if the prediction rounding feature was enabled, we received more movies with 5 stars rating. This increases the diversity of recommended item content. With this observation, we plan to remove dense-refeeding rounding but keep prediction rounding experimental parameters in the future development.

- Parameter combinations that include certain dropout rate and noise rate, make the model more robust and provide good predictions. However, there is no clear evidence that a high rate of dropout or noise will make it better, since a low rate of dropout or noise result is also good in our evaluation. We conclude that dropout and noise features are necessary when applying DAE in a recommender system.

- In (Kuchaiev and Ginsburg 2017), the authors suggested that SELU activation function with SGD optimizer provided the best result for their model. However, in our case, the experimentation shows that the choice of activation functions and optimizers is uncertain for item-based rating. As shown in Table 2, different types of activation functions and optimizers can still provide a comparable low RMSE loss.

- Since the top RMSE parameter sets are all item-based with PI value is [1, 0], we want to check the model performance on user-based ratings with PI value of [0, 1]. Unlike item-based rating, user-based rating shows consistent parameter patterns. The most common parameters that help
achieve the RMSE in the range of 0.90 to 0.91 are: ADAM optimizer, SELU activation function and 1 round of dense-refeeding with mean normalization enabled.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>0.100</td>
</tr>
<tr>
<td>WeD</td>
<td>0.079</td>
</tr>
<tr>
<td>Dp</td>
<td>0.169</td>
</tr>
<tr>
<td>NoP</td>
<td>0.162</td>
</tr>
<tr>
<td>TBS</td>
<td>0.043</td>
</tr>
<tr>
<td>TMR</td>
<td>0.033</td>
</tr>
<tr>
<td>Ep</td>
<td>-0.131</td>
</tr>
<tr>
<td>Def</td>
<td>0.103</td>
</tr>
<tr>
<td>DeFR</td>
<td>0.139</td>
</tr>
<tr>
<td>DeC</td>
<td>-0.125</td>
</tr>
<tr>
<td>MeN</td>
<td>0.157</td>
</tr>
<tr>
<td>Prf</td>
<td>0.017</td>
</tr>
<tr>
<td>TSR</td>
<td>0.109</td>
</tr>
</tbody>
</table>

Figure 4: FlexEncoder parameters correlation matrix for over 1000 evaluation samples

4.5 Influence Generalization to Bigger Datasets

After more than 1,000 experiments with different combinations of parameters, we want to know if the top parameter sets can generalize its prediction accuracy to bigger datasets in the same family which are MovieLens 1M and 20M. At current state, we did a preliminary testing on the MovieLens 1M dataset. The results are shown in Figure 5. We used the top 10 parameter sets in Table 2 and evaluated each of them on the MovieLens 1M.

In general, they do not provide as good RMSE loss values as the 100K dataset. However, all RMSE loss values are lower than 0.98 with mean of 0.961 and the best RMSE parameter set for 100K dataset (set 1) also provides the best RMSE loss for 1M dataset with RMSE loss at 0.894. These results are remarkable since we just applied the same model architecture of the dataset 100K to dataset 1M without going through many experiments to find a good set of parameters. From this observation, we conclude that FlexEncoder model does generalize well to bigger datasets to a certain extent. This can help tremendously when finding a good parameter set for a much bigger dataset such as MovieLens 20M.

Figure 5: RMSE results from top 10 parameter sets (Table 2) for MovieLens 100k and 1M datasets

5 Conclusion

Deep Autoencoder for recommender systems shows its tremendous potential. In this work, we have presented and implemented our FlexEncoder model by embedding our own unique features and innovative features from other recent works. We argue that parameters for DAE significantly affect the model prediction accuracy and we validated this through an extensive evaluation and analysis. In addition to that, we also discover certain parameter patterns that help us to quickly identify how to tune
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the model to make the best out of it and to be able to achieve better accuracy than other state-of-the-art techniques. This shows the potential of our model for future development.

Nevertheless, we are still improving our work on FlexEncoder. We plan to improve our model by adding more parameter values such as optimization algorithm ADADelta as well as introducing more activation functions. Additionally, we plan to test our model with other datasets such as Netflix, to evaluate how well our FlexEncoder can adapt to other datasets. Finally, we want to understand why certain sets of parameters can provide an optimal RMSE loss, which will help us in further improving our model.
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